
UC-Denver Math 7825, Section 001          Syllabus 

Topics in Optimization ͞Circuit Walks in Optimization͟               Fall 2021 

 
Instructor:  Steffen Borgwardt Class Hours: TuTh 2:00 – 3:15pm 

Email: steffen.borgwardt@ucdenver.edu 

URL:  http://math.ucdenver.edu/~sborgwardt 

Office:  SCB 4313 

Class Room: SCB 4119 (SCB 4113 starting Aug. 31) 

Office Hours:  Tu 3:30 – 4:30pm 

                          Th 12:30 – 1:30pm    

 

Prerequisites:  Graduate Standing in Mathematics. This course will be more accessible and pleasant if you had at 

least two courses among Math 5593 Linear Programming, Math 7594 Integer Programming, Math 5490 Network 

Flows. 

  

Course Credits: 3. 

 

Catalog Description / Course Overview:  

The so-called circuits are an important concept in polyhedral theory. They generalize the set of edge directions 

and represent elementary changes between feasible solutions. The first half of this course is on types of 

optimization not covered in the standard curriculum, which includes matroids and greedy algorithms, 

approximation theory, and dynamic programming. As part of this, students are exposed to a variety of problems 

from combinatorial optimization. The second half is on the fundamentals of circuits and walks along them. In 

project-based work, these concepts are connected to general classes of combinatorial optimization problems 

and algorithms for them, as well as real-world applications. 

 

Course Goals:  

In this course, students learn 

1. to identify and work on a range of combinatorial optimization problems 

2. to develop a geometric intuition of circuits and circuit walks 

3. to understand the connections of circuits and combinatorial algorithms 

4. to identify applications and viable algorithms based on circuits 

5. to present their project-based work to peers and a more general audience 

 

Required textbook:  

B. Korte, J. Vygen, Combinatorial Optimization, 6th edition, Theory and Algorithms, Springer, 2018 

 

Assignments:   Expect to spend about 4-8 hours per week on reading and homework. Reading and homework 

are assigned during class. Homework will be due in large collections twice during the semester as indicated in 

the schedule. No late homework will be accepted unless prior arrangements are made. Homework can be 

submitted alone or in groups of two. Collaboration among students is encouraged, but every group needs to 

write up their own solution. You need to share who you collaborated with; higher standards about the 

presentation may be applied if you worked with more peers.  

Tests: There will be a mid-term test in the form of a 20-25 minute oral exam. In the exam, solutions for a take-

home assignment from the day before are presented. The exam is scheduled the week before. If you cannot 

take the test at the appointed time, you must contact me at least one week prior to the test date so that we can 

make other arrangements. (Exceptions only for serious unpredictable circumstances.) There will be no class on 

exam day. 

Final Project: There is no final exam. There will be a final project starting in the second half of classes. Work in 

groups of two is encouraged, but you can work by yourself or in a group of three. Details on grading and 

deliverables will be announced in class as soon as possible. 

http://math.ucdenver.edu/~sborgwardt


Grading:   40% Homework, 20% mid-term test, 40% final project. There are a total of 100 points. Final grades 

will be assigned using the following scale: 89-100 A; 78-88.5 B; 67-77.5 C; 56-66.5 D; less than 56 F. Plusses and 

minuses will be assigned for borderline cases. The midterm is 20 points. The final project is 40 points. 

Homework, midterm and the project will be graded depending on correctness and quality of presentation. It is 

always expected that you show your work in detail. 

Important Course Dates: 

▪ Thursday, Sep. 23rd, Homework 1 Collection.  

▪ Tuesday, Oct. 12th, Midterm 

▪ Thursday, Oct. 21st, Homework 2 Collection.  

Course Schedule:  

Week Dates Topics 

1 
8/24 

8/26 

Class Organization and Introduction 

Matroids and Greedy Algorithms (Chapter 13) 

2 
8/31 

9/2 

Matroids and Greedy Algorithms  

Matroids and Greedy Algorithms 

3 
9/7 

9/9 

Matroids and Greedy Algorithms  

Matroids and Greedy Algorithms 

4 
9/14 

9/16 

Approximation Theory (Chapter 16) 

Approximation Theory 

5 
9/21 

9/23 

Approximation Theory  

Approximation Theory (Homework 1 Collection due)                                                                                 

6 
9/28 

9/30 

Dynamic Programming and Generalized Knapsack Problems (Chapter 17) 

Dynamic Programming and Generalized Knapsack Problems  

7 
10/5 

10/7 

Dynamic Programming and Generalized Knapsack Problems 

Dynamic Programming and Generalized Knapsack Problems 

8 
10/12 

10/14 

Midterm 

Circuits and Circuit Walks 

9 
10/19 

10/21 

Circuits and Circuit Walks 

Circuits and Circuit Walks (Homework 2 Collection due) 

10 
10/26 

10/28 

A Compendium of Circuits 1 (Start of Project) 

Circuit Walks for Data Analysis 1 

11 
11/2 

11/4 

A Compendium of Circuits 2 

Circuit Walks for Data Analysis 2  

12 
11/9 

11/11 

Student Session 1 (5-minute sales pitches) 

A Compendium of Circuits 3 

13 
11/16 

11/18 

Circuit Walks for Data Analysis 3  

Student Session 2 (formal progress reports) 

14 
11/30 

12/2 

Extra Time for Topics 

Extra Time for Topics 

15 
12/7 

12/9 

Final Presentations 1 

Final Presentations 2 

 




























































































































































































































































































